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Fairness is a critical requirement for Machine Learning (ML) software, driving the development of numerous
bias mitigation methods. Previous research has identified a leveling-down effect in bias mitigation for computer
vision and natural language processing tasks, where fairness is achieved by lowering performance for all
groups without benefiting the unprivileged group. However, it remains unclear whether this effect applies to
bias mitigation for tabular data tasks, a key area in fairness research with significant real-world applications.
This study evaluates eight bias mitigation methods for tabular data, including both widely used and cutting-
edge approaches, across 44 tasks using five real-world datasets and four common ML models. Contrary to
earlier findings, our results show that these methods operate in a zero-sum fashion, where improvements for
unprivileged groups are related to reduced benefits for traditionally privileged groups. However, previous
research indicates that the perception of a zero-sum trade-off might complicate the broader adoption of fairness
policies. To explore alternatives, we investigate an approach that applies the state-of-the-art bias mitigation
method solely to unprivileged groups, showing potential to enhance benefits of unprivileged groups without
negatively affecting privileged groups or overall ML performance. Our study highlights potential pathways
for achieving fairness improvements without zero-sum trade-offs, which could help advance the adoption of
bias mitigation methods.
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1 Introduction
Machine Learning (ML) software is increasingly adopted in critical decision-making domains, such
as criminal sentencing, hiring, healthcare, and finance [10, 12, 39]. However, it frequently exhibits
discrimination based on sensitive attributes such as sex, race, and age [14]. As a result, fairness has
become a key requirement for ML software, drawing significant attention from software researchers
and engineers [7, 19, 40]. In response, the Software Engineering (SE) community has invested
considerable efforts into developing bias mitigation methods [2, 4, 9, 10, 14, 16, 24, 31, 35].

In the software fairness literature, “unfairness” typically measures performance disparities across
demographic groups defined by sensitive attributes [12, 14, 39]. Bias mitigation methods aim to
reduce these disparities, thereby improving fairness.

However, this approach is often criticized as “strictly egalitarian” [25, 28], because it emphasizes
relative performance between groups while neglecting absolute performance. This can lead to a
phenomenon known as “leveling down,” where fairness is achieved by lowering performance for
all groups without benefiting the unprivileged group [25, 28, 34, 43]. Zietlow et al. [43] highlight
this issue in bias mitigation methods for Computer Vision (CV) tasks, showing that these methods
degrade performance for all groups, with themost significant drop for the privileged group. Similarly,
Maheshwari et al. [25] observe similar effects in CV and Natural Language Processing (NLP) tasks
involving multiple sensitive attributes, where bias mitigation methods reduce the outcomes for
privileged groups without benefiting unprivileged ones.
Despite these efforts, to the best of our knowledge, similar studies on tabular data tasks are

lacking. Addressing this gap is important because bias mitigation methods for tabular data have
critical applications in fairness-sensitive domains and represent the most extensively studied area in
software fairness [20]. Existing empirical studies on bias mitigation in tabular data tasks primarily
focus on trade-offs between fairness and overall performance [4, 13, 21]. In contrast, this paper
aims to investigate trade-offs in group benefits.
We conduct a large-scale empirical study on eight representative bias mitigation methods for

tabular data, including both widely used and cutting-edge techniques. We evaluate these methods
across 44 tabular data tasks spanning social, financial, and medical domains, using five real-world
datasets and four common ML models, while considering scenarios with both single and multiple
sensitive attributes.

Unlike previous findings in CV and NLP [25, 43], our study reveals that bias mitigation methods
for tabular data exhibit a zero-sum trade-off, which indicates that gains for one group result in
corresponding losses for another [6, 30]. Specifically, we observe that improvements for unprivileged
groups are accompanied by reductions in benefits for traditionally privileged groups. For example,
existing bias mitigation methods significantly increase the selection rate (i.e., the rate of assigning
favorable outcomes) and true positive rate for unprivileged groups by large effect sizes in 37.5%
to 84.4% and 21.9% to 87.5% of tasks, respectively. Meanwhile, these methods cause significant
reductions in the selection rate and true positive rate for privileged groups, with large effect sizes in
31.3% to 62.5% and 25.0% to 62.5% of tasks, respectively. Furthermore, greater fairness improvements
are significantly associated with larger gains in the selection and true positive rates for unprivileged
groups, but also with more substantial decreases in these rates for privileged groups.
However, previous research [6, 30] suggests that the perception of a zero-sum trade-off may

hinder the broader adoption of fairness policies. This belief can pose a significant challenge, as
even individuals with strong egalitarian values may resist fairness initiatives if they believe that
improving outcomes for one group comes at the expense of another [6]. As a result, the zero-sum
trade-offs observed in bias mitigation methods for tabular data not only present technical challenges
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but may also exacerbate sociopolitical barriers, potentially limiting the widespread acceptance of
these methods.

This motivates us to explore whether it is possible to avoid a zero-sum trade-off in bias mitigation
methods for tabular data, thereby facilitating the adoption of these methods in practice. To this
end, we investigate applying the state-of-the-art bias mitigation method solely to unprivileged
groups. This approach enhances benefits for unprivileged groups while preserving the benefits for
privileged groups and maintaining overall ML performance (e.g., accuracy and F1-score) comparable
to applying the method universally. Additionally, the approach results in a marginal increase in
the overall selection rate, averaging just 0.01, compared to applying the method across the entire
population. This study serves as a preliminary exploration of pathways toward achieving fairness
improvements without incurring zero-sum trade-offs.

In summary, this paper makes the following contributions:

• We conduct a large-scale empirical study to characterize the impact of existing bias mitigation
methods for tabular data on different demographic groups.

• We perform a preliminary investigation into the possibility of avoiding the zero-sum trade-off in
bias mitigation for tabular data.

• We provide a replication package [1] that includes all data and code used in the paper to support
replication and further research.

2 Preliminaries
We begin by providing background knowledge onML software fairness and discussing the relevance
of bias mitigation to SE, followed by a review of related work.

2.1 ML Software Fairness
We focus on ML classification for tabular data, the most widely studied area in software fairness
research [4, 5, 9, 10, 12, 14, 21, 31, 33, 35, 39], particularly because of its crucial role in fields
such as finance, healthcare, and criminal justice, where fairness is essential. Decision-making
involving tabular data often includes explicit sensitive attributes such as race, sex, and age, which,
if mishandled, can lead to discriminatory outcomes.

Sensitive attributes can create divisions between privileged and unprivileged groups. In practice,
ML software often favors privileged groups by assigning them positive labels, while unprivileged
groups receive unfavorable labels. For example, an income prediction system might be more likely
to predict high income for males (privileged group) and low income for females (unprivileged
group), with sex as the sensitive attribute, high income as the favorable label, and low income as
the unfavorable label.

Such bias has driven extensive research into bias mitigation to improve the group fairness of ML
software [9, 10, 12, 31, 35], which is also the focus of our paper. Group fairness, widely encoded in
laws and regulations, is recognized as a crucial non-functional requirement of ML software [11]. It
ensures that different demographic groups, defined by sex, race, age, or other sensitive attributes,
are treated equitably by ML software, preventing biased decisions that favor one group over others.

To quantitatively measure group fairness, various metrics have been proposed, including Statisti-
cal Parity Difference (SPD), Equal Opportunity Difference (EOD), and Average Odds Difference
(AOD), all of which are widely adopted in both literature and practice [20]. These metrics share a
common motivation: to balance classification performance across different demographic groups.

Let𝐴 denote a sensitive attribute, where 1 represents the privileged group and 0 the unprivileged
group. 𝑌 represents the actual label, and 𝑌 the predicted label, with 1 indicating the favorable label
and 0 the unfavorable label. Below are the definitions and calculations of these fairness metrics:
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SPD measures the difference in selection rates between the privileged and unprivileged groups.

𝑆𝑃𝐷 = |𝑃 [𝑌 = 1 |𝐴 = 1] − 𝑃 [𝑌 = 1 |𝐴 = 0] | . (1)

EOD measures the difference in true positive rates between the privileged and unprivileged
groups.

𝐸𝑂𝐷 = |𝑃 [𝑌 = 1 |𝐴 = 1, 𝑌 = 1] − 𝑃 [𝑌 = 1 |𝐴 = 0, 𝑌 = 1] | . (2)

AOD measures the average of the differences in true positive rates and false positive rates
between the privileged and unprivileged groups.

𝐴𝑂𝐷 = | 1
2
[ (𝑃 [𝑌 = 1 |𝐴 = 1, 𝑌 = 1] − 𝑃 [𝑌 = 1 |𝐴 = 0, 𝑌 = 1] ) + (𝑃 [𝑌 = 1 |𝐴 = 1, 𝑌 = 0] − 𝑃 [𝑌 = 1 |𝐴 = 0, 𝑌 = 0] ) ] | .

(3)
To extend these fairness metrics to scenarios with multiple sensitive attributes, we divide the

population into multiple demographic groups based on the sensitive attributes considered. For
example, with two sensitive attributes, i.e., sex (male, female) and race (white, non-white), we
generate four groups: white male, white female, non-white male, and non-white female. We then
quantify the maximum disparity between these groups by measuring the difference among the
groups with the least and greatest discrimination [14]. Specifically, for SPD, we calculate the
maximum difference in selection rates among the groups; for EOD, the maximum difference in
true positive rates; and for AOD, the maximum average difference in true positive rates and false
positive rates. Due to the page limit, we omit the detailed equations.

2.2 Relevance of Bias Mitigation to SE
Bias mitigation is a highly relevant topic to SE, holding significant importance for software re-
searchers, engineers, and companies. (1) For software researchers: Fairness is a critical non-
functional software requirement [7, 19, 40], and unfairness in ML software is regarded as a fairness
bug by the SE community [11, 12]. Thus, bias mitigation (i.e., addressing fairness bugs) has received
substantial attention from SE researchers. Five of the bias mitigation methods we study (Section 3.2)
were introduced in top SE venues (ICSE, FSE, and TSE). Notably, FairSMOTE [9], one of these
methods, earned the Distinguished Paper Award at FSE’21, underscoring its impact and relevance
to SE. (2) For software engineers: Ensuring fairness in ML software is widely recognized as an
ethical duty for software engineers [9, 14], particularly as they integrate ML models into software
systems while adhering to ethical and legal standards. (3) For software companies: Unfair ML
software poses significant risks to software companies, including ethical, reputational, financial,
and legal consequences, particularly if they violate anti-discrimination laws [13, 39].

2.3 Related Work
Bias Mitigation Methods. Numerous bias mitigation methods have been proposed to enhance
group fairness. These methods are generally categorized into three types: pre-processing, in-
processing, and post-processing [20]. (1) Pre-processing methods reduce bias in the training data,
thereby improving the fairness of the resulting ML models. For instance, Chakraborty et al. [9]
identified bias in prior decisions as a root cause of ML software bias, and addressed this by rebalanc-
ing internal data distributions and removing biased labels from the training data. (2) In-processing
methods enhance fairness during the model training process. For example, Gao et al. [16] proposed
a method specifically for deep neural networks, which involves detecting neurons that exhibit
contradictory optimization directions for accuracy and fairness, followed by selective dropout
training to mitigate bias. (3) Post-processing methods adjust the model’s outcomes to ensure fairer
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results. For example, Peng et al. [31] modified the values of sensitive attributes in the test data to
make the model’s decisions fair. There are also hybrid approaches that span different bias mitigation
types. For example, Xiao et al. [35] proposed MirrorFair, which first processes the training dataset
to generate a counterfactual dataset, then trains models separately on both datasets, and finally
adaptively combines their predictions to adjust the model’s outcomes. Works like MirrorFair [35]
present technical contributions by proposing new bias mitigation methods. In contrast, our paper
makes an empirical contribution by systematically examining the zero-sum trade-offs between
groups during bias mitigation, an aspect not addressed in these papers.
Empirical Evaluation. To systematically understand the effects of bias mitigation methods,
researchers have conducted numerous empirical investigations. Chen et al. [14] identified a side
effect of bias mitigation: addressing bias concerning one sensitive attribute can inadvertently
amplify bias regarding others. Biswas and Rajan [4] applied bias mitigation techniques to MLmodels
sourced from Kaggle, a crowd-sourced platform, to analyze their impact on fairness. Recognizing
that fairness improvements often come at the cost of ML performance, they also assessed the
impact of these methods on ML performance. Hort et al. [21] and Chen et al. [13] conducted studies
to characterize the fairness-performance trade-off achieved by existing bias mitigation methods.
Similarly, Friedler et al. [15] and Menon andWilliamson [27] studied the trade-offs between fairness
and overall accuracy (an important ML performance metric).

All these studies focus on bias mitigation for tabular data, which is the most extensively studied
in the software fairness literature [20]. In contrast, Yang et al. [36] conducted an empirical study of
bias mitigation methods specifically for image classification tasks, evaluating their effects on both
fairness and ML performance.
These empirical studies primarily focus on overall performance without providing a more in-

depth analysis of how performance varies across different demographic groups. To address this
gap, a few studies have been conducted. Zietlow et al. [43] evaluated bias mitigation methods in
CV tasks and found that these methods improve fairness by degrading performance across all
groups. Similarly, Maheshwari et al. [25] conducted an empirical study on bias mitigation methods
for CV and NLP tasks involving multiple sensitive attributes, noting that these methods improve
fairness by harming the best-off group without benefiting the worst-off group. In contrast, there
is a lack of similar empirical studies on tabular data, despite its prominence in fairness research.
Zafar et al. [37] introduced a fairness measure related to disparate mistreatment and explored its
implications for group benefits, but they did not evaluate the trade-offs in group benefits achieved
by existing bias mitigation methods.

3 Experimental Setup
This section describes our research questions and experimental setup.

3.1 ResearchQuestions (RQs)
We aim to answer the following RQs in this study.
RQ1: How do bias mitigation methods impact various demographic groups in tabular data tasks?
Existing studies have addressed this question on CV and NLP tasks [25, 43], but this paper shifts the
focus to tabular data, which is the most extensively studied topic in software fairness research [20].
RQ2: What is the correlation between the impact on different demographic groups and the overall
impact on fairness? Since bias mitigation methods aim to enhance fairness, it is important to quanti-
tatively assess how changes in fairness correlate with the effects on different demographic groups.
This analysis can provide deeper insights into the relationship between fairness improvements and
group-specific outcomes.
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RQ3: How do bias mitigation methods impact demographic groups defined by multiple sensitive
attributes? As research increasingly considers multiple sensitive attributes simultaneously [14],
the complexity of assessing bias mitigation methods grows. This RQ explores how bias mitigation
methods for tabular data perform on each group when multiple attributes are considered, leading
to a more nuanced understanding of their effects across intersecting demographic groups.
RQ4: Is it possible to improve fairness without degrading the performance of either privileged or
unprivileged groups? Bias mitigation methods that do not lead to negative outcomes for any group
are likely to be more widely adopted by society. This question investigates whether such an
ideal situation is achievable and explores alternative approaches that might allow for fairness
improvements without detriment to any group.

3.2 Bias Mitigation Methods
We use a total of eight existing bias mitigation methods for our study. On one hand, we employ three
most widely adopted bias mitigation methods, as identified in a recent survey [20]: Adversarial
Debiasing (ADV) [38], Reweighting (REW) [22], and Equalized Odds Processing (EOP) [18]. On
the other hand, we include five recently proposed methods from the software fairness literature:
FairSMOTE [9], LTDD [24], MAAT [12], FairMask [31], and MirrorFair [35]. Our selection spans pre-
processing, in-processing, and post-processing approaches, ensuring a comprehensive evaluation.

In the following, we provide a brief introduction to each method.

• ADV [38] uses adversarial learning to make predictions less dependent on sensitive attributes
during the training process.

• REW [22] adjusts the weights of different instances in the training data to ensure that underrep-
resented groups are given more importance.

• EOP [18] adjusts model predictions to ensure that the false positive and false negative rates are
similar across different demographic groups.

• FairSMOTE [9] balances internal distributions of training data concerning both sensitive attributes
and class labels, while also removing biased labels.

• LTDD [24] is a data debugging method that identifies and excludes biased parts of features in
the training data for building fair ML software.

• MAAT [12] trains individual models optimized separately for ML performance and fairness,
subsequently combining their predictions for a balanced fairness-performance trade-off.

• FairMask [31] trains extrapolation models to predict sensitive attributes based on other features
and uses these models to relabel sensitive attributes during the inference process.

• MirrorFair [35] constructs a counterfactual dataset from the original data, trains models on both
datasets, and adaptively combines their predictions for fair decisions.

3.3 Bias Mitigation Tasks
We use the same set of 44 bias mitigation tasks as previous work [35], which are generated using
five real-world datasets and four widely used ML models.
Datasets. Table 1 presents an overview of the datasets used in our study. Specifically, we use five
real-world tabular datasets extensively employed in fairness research [12, 13, 35, 39], spanning
different domains and fairness-critical scenarios: income prediction, recidivism prediction, credit
prediction, deposit subscription prediction, and healthcare needs prediction. These datasets span
the financial, social, and medical domains, providing a broad scope for analysis.
For each dataset, we use the sensitive attributes as defined within it. These datasets cover sex,

race, and age, which are recognized as the three most commonly considered sensitive attributes [20].
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Table 1. Datasets.

Name Size Sensitive attr(s) Favorable label Description
Adult 45,222 sex, race income > 50K predict whether an individual’s income exceeds 50K
Compas 6,167 sex, race no recidivism predict recidivism for criminal defendants
German 1,000 sex, age good credit predict whether an individual has good credit
Bank 30,488 age subscriber predict whether an individual will subscribe to a deposit
Mep 15,830 race utilizer predict individual healthcare needs

We follow previous work [35] to transform the five datasets into 11 tasks: 8 single-attribute tasks
(Adult-Sex, Adult-Race, Compas-Sex, Compas-Race, German-Sex, German-Age, Bank-Age, and
Mep-Race) and 3 multiple-attribute tasks (Adult-Sex-Race, Compas-Sex-Race, and German-Sex-Age).
ML Models. For each task, we train four representative ML models: Logistic Regression (LR),
Random Forest (RF), Support Vector Machine (SVM), and Deep Neural Network (DNN). These
models are demonstrated to be the most extensively studied in fairness research [20] and widely
used in fairness-critical decision applications [14]. For LR, RF, and SVM, we use the configurations
specified in recent studies [12–14, 21]. For DNN, we employ a fully connected network with five
hidden layers comprising 64, 32, 16, 8, and 4 units, respectively, a model architecture extensively
used for the datasets we study [13, 14, 41, 42].
By converting the datasets into eight single-attribute tasks and three multiple-attribute tasks,

and training four models for each, we finally obtain 8× 4 = 32 single-attribute bias mitigation tasks
and 3 × 4 = 12 multiple-attribute bias mitigation tasks.

3.4 Evaluation Metrics
We use the same set of fairness metrics as in previous work [12, 14], including SPD, EOD, and
AOD. The selection of fairness metrics aligns with established practices in the fairness literature,
covering the most widely adopted metrics in the field according to a recent survey [20]. Detailed
descriptions of these metrics are provided in Section 2.

To explore the zero-sum trade-offs between the benefits for privileged and unprivileged groups,
we disaggregate the fairness metrics by focusing on three group-level performancemetrics: selection
rate (SR), true positive rate (TPR), and false positive rate (FPR). These performance metrics are
used by the fairness metrics to measure the benefits for each group. Higher SR and TPR values
indicate better performance and greater benefits, while a lower FPR value typically suggests better
performance. However, it is important to note that a high FPR for a demographic group does not
mean the group is being harmed. In bias mitigation tasks, the positive label represents a favorable
outcome, so a high FPR indicates that the bias mitigation method tends to favor this group, even
assigning favorable outcomes to the group members who are not qualified.

For single-attribute tasks, we denote these rates for the privileged group as 𝑆𝑅𝑃 ,𝑇𝑃𝑅𝑃 , and 𝐹𝑃𝑅𝑃 ,
and for the unprivileged group as 𝑆𝑅𝑈 , 𝑇𝑃𝑅𝑈 , and 𝐹𝑃𝑅𝑈 . In multiple-attribute tasks, demographic
groups are ranked based on the proportion of members achieving favorable outcomes in the training
data, producing groups labeled𝐺𝑟𝑜𝑢𝑝1,𝐺𝑟𝑜𝑢𝑝2, ...,𝐺𝑟𝑜𝑢𝑝𝑛 , where𝐺𝑟𝑜𝑢𝑝1 is the most favored and
𝐺𝑟𝑜𝑢𝑝𝑛 is the least favored. The performance for 𝐺𝑟𝑜𝑢𝑝𝑖 is denoted by 𝑆𝑅𝑖 , 𝑇𝑃𝑅𝑖 , and 𝐹𝑃𝑅𝑖 .

3.5 Implementation Details
To ensure the reproducibility of our results, we outline the implementation details. Consistent with
previous work [14], each bias mitigation method is applied to each task 20 times, with performance
and fairness metrics averaged across these runs to mitigate the impact of randomness. In each
experiment, the dataset is randomly split, with 70% used as training data and 30% as test data,
following a common practice in the software fairness literature [12, 14, 35].
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4 RQ1: Impact on Different Demographic Groups
In this RQ, we apply bias mitigation methods to 32 single-attribute bias mitigation tasks. In such
tasks, the population is typically divided into two groups: a privileged group and an unprivileged
group.We examine the SR, TPR, and FPR of the two groups, both with and without the application of
bias mitigation methods, to assess their impact on the performance for different groups. Specifically,
we analyze the frequency of various impact types (e.g., performance decrease or increase) across
the 32 tasks (RQ1.1), followed by an analysis of the effect size of these impacts (RQ1.2).

4.1 RQ1.1: Frequency Analysis
Methodology. To determine whether the performance for a group is significantly impacted by a
bias mitigation method, we use the non-parametric Mann-Whitney U-test [26], a widely adopted
approach in software fairness research [13, 14, 35]. Following established practices [13, 14, 35], we
consider an impact to be statistically significant only if the 𝑝-value from the test is below 0.05,
ensuring our findings have a 95% confidence level. For example, when comparing two sets of SR
values for the unprivileged group across 20 runs, with and without the bias mitigation method,
the null hypothesis assumes no significant difference in SR between the two conditions. If the test
yields a 𝑝-value < 0.05, we can reject the null hypothesis and conclude with 95% confidence that
applying the bias mitigation method significantly affects the SR of the unprivileged group.
We classify impact types as follows: an increase in the average metric value with a 𝑝-value <

0.05 is considered a significant increase; a decrease with a 𝑝-value < 0.05 is considered a significant
decrease; and if the 𝑝-value ≥ 0.05, the result is considered a tie. For each bias mitigation method,
we calculate the number of scenarios in which it leads to a significant increase, tie, or significant
decrease in each group performance metric.
Results. Table 2 presents the results. Overall, bias mitigation methods tend to decrease SR, TPR, and
FPR for the privileged group while increasing them for the unprivileged group, thereby narrowing
the performance gap and improving fairness. Initially, the original models show higher SR, TPR,
and FPR for the privileged group compared to the unprivileged group. The bias mitigation methods
we study significantly reduce 𝑆𝑅𝑃 , 𝑇𝑃𝑅𝑃 , and 𝐹𝑃𝑅𝑃 in 52.0% (133/256), 50.8% (130/256), and 45.7%
(117/256) of tasks, respectively, while significantly increasing them in 7.4% (19/256), 7.4% (19/256),
and 6.6% (17/256) of tasks. In contrast, these methods significantly increase 𝑆𝑅𝑈 , 𝑇𝑃𝑅𝑈 , and 𝐹𝑃𝑅𝑈
in 64.1% (164/256), 55.5% (142/256), and 60.9% (156/256) of tasks, while significantly decreasing
them in 3.1% (8/256), 4.3% (11/256), and 2.7% (7/256) of tasks.

This pattern holds across all eight methods studied. Each method more frequently decreases 𝑆𝑅𝑃 ,
𝑇𝑃𝑅𝑃 , and 𝐹𝑃𝑅𝑃 than increases them, while it more frequently increases 𝑆𝑅𝑈 , 𝑇𝑃𝑅𝑈 , and 𝐹𝑃𝑅𝑈
than decreases them. For instance, the state-of-the-art MirrorFair decreases 𝑆𝑅𝑃 in 46.9% (15/32) of
tasks but increases it in only 6.3% (2/32). Conversely, these methods are more likely to increase 𝑆𝑅𝑈 ,
𝑇𝑃𝑅𝑈 , and 𝐹𝑃𝑅𝑈 . For example, MirrorFair increases 𝑆𝑅𝑈 in 87.5% (28/32) of tasks, with a decrease
in just 6.3% (2/32).

In summary, we present two key observations.

• Unlike previous bias mitigation studies in CV and NLP, where fairness improvements typically
result from reducing performance for both groups (with a larger reduction for the privileged
group), we do not observe the same leveling-down effect in tabular data tasks. Instead, bias
mitigation methods for tabular data exhibit a zero-sum trade-off, where they improve SR, TPR,
and FPR for the unprivileged group while reducing them for the privileged group. This zero-sum
pattern is consistent across all eight methods and all three metrics (SR, TPR, and FPR).

• The choice of performance metric is critical. Since higher SR and TPR, and lower FPR, generally
indicate better performance, we conclude that current bias mitigation methods for tabular
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Table 2. (RQ1.1) Number of tasks where each bias mitigation method significantly increases (↑), decreases (↓),
or does not significantly impact (−) the SR, TPR, and FPR for each group. Overall, bias mitigation methods
for tabular data tend to decrease SR, TPR, and FPR for the privileged group while increasing them for the
unprivileged group.

Method 𝑆𝑅𝑃 (↑) 𝑆𝑅𝑃 (−) 𝑆𝑅𝑃 (↓) 𝑆𝑅𝑈 (↑) 𝑆𝑅𝑈 (−) 𝑆𝑅𝑈 (↓)
ADV 4 14 14 16 12 4
REW 0 10 22 21 11 0
EOP 1 14 17 22 10 0
FairSMOTE 8 4 20 24 8 0
LTDD 2 15 15 17 13 2
MAAT 2 11 19 21 11 0
FairMask 0 21 11 15 17 0
MirrorFair 2 15 15 28 2 2
Overall 19 104 133 164 84 8
Method 𝑇𝑃𝑅𝑃 (↑) 𝑇𝑃𝑅𝑃 (−) 𝑇𝑃𝑅𝑃 (↓) 𝑇𝑃𝑅𝑈 (↑) 𝑇𝑃𝑅𝑈 (−) 𝑇𝑃𝑅𝑈 (↓)
ADV 4 11 17 16 12 4
REW 0 12 20 18 14 0
EOP 1 12 19 14 15 3
FairSMOTE 9 2 21 21 11 0
LTDD 1 17 14 16 14 2
MAAT 2 14 16 19 13 0
FairMask 0 22 10 10 22 0
MirrorFair 2 17 13 28 2 2
Overall 19 107 130 142 103 11
Method 𝐹𝑃𝑅𝑃 (↑) 𝐹𝑃𝑅𝑃 (−) 𝐹𝑃𝑅𝑃 (↓) 𝐹𝑃𝑅𝑈 (↑) 𝐹𝑃𝑅𝑈 (−) 𝐹𝑃𝑅𝑈 (↓)
ADV 3 18 11 15 13 4
REW 0 12 20 20 12 0
EOP 2 19 11 22 10 0
FairSMOTE 8 6 18 23 9 0
LTDD 2 16 14 17 14 1
MAAT 2 12 18 20 12 0
FairMask 0 21 11 12 20 0
MirrorFair 0 18 14 27 3 2
Overall 17 122 117 156 93 7

data improve SR and TPR for the unprivileged group at the expense of the privileged group,
but decrease the unprivileged group’s performance in terms of FPR. However, as discussed in
Section 3.4, higher FPR can also indicate greater benefits in bias mitigation contexts. Thus, the
overall effect of these methods is to promote fairness by enhancing benefits for the unprivileged
group, even if this comes at a cost to the privileged group.

Finding 1: Contrary to previous findings in CV and NLP, where bias mitigation methods
typically improve fairness by reducing performance for both groups (a phenomenon known
as leveling down), our study on tabular data tasks reveals a zero-sum trade-off. Specifically,
we find that bias mitigation methods tend to adjust the selection rate, true positive rate, and
false positive rate by lowering these metrics for the privileged group and raising them for the
unprivileged group, thus narrowing disparities and enhancing fairness. Notably, this pattern
holds consistently across all eight methods we examine.

4.2 RQ1.2: Effect Size Analysis
Methodology. To further analyze the impact of bias mitigation methods on each group, we
employ Cliff’s 𝛿 [23], a widely used effect size metric in SE research [3, 14, 23]. Following standard
practice [3, 14, 23], we interpret a 𝛿 valuewith an absolutemagnitude of 0.428 or greater as indicating
a large effect size. First, we determine the proportion of tasks where each method significantly
decreases SR, TPR, and FPR by a large effect size. Second, for each method, we calculate the mean
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Table 3. (RQ1.2) Effect size of bias mitigation methods on performance for each group. The table presents
the mean impact and the maximum performance decrease/increase for the privileged/unprivileged groups,
along with how these relative changes are derived from absolute numbers. For example, the mean impact
of ADV in 𝑆𝑅𝑃 is -0.026 (0.462-0.489), indicating that ADV reduces the average 𝑆𝑅𝑃 across tasks from 0.489
to 0.462. The table also shows the proportions of tasks where each method results in a significantly large
performance decrease/increase for these groups. We find that existing bias mitigation methods substantially
increase the benefits for the unprivileged group, with significant increases in 𝑆𝑅𝑈 and 𝑇𝑃𝑅𝑈 in 37.5%∼84.4%
and 21.9%∼87.5% of tasks, respectively. However, these methods also lead to significant reductions in the 𝑆𝑅𝑃
and 𝑇𝑃𝑅𝑃 , with large effect sizes observed in 31.3%∼62.5% and 25.0%∼62.5% of tasks, respectively.

Method 𝑆𝑅𝑃 𝑇𝑃𝑅𝑃 𝐹𝑃𝑅𝑃
Mean Max ↓ Large ↓ Mean Max ↓ Large ↓ Mean Max ↓ Large ↓

ADV -0.026
(0.462-0.489)

-0.126
(0.716-0.841) 43.8% -0.049

(0.654-0.704)
-0.175

(0.460-0.635) 50.0% 0.000
(0.334-0.334)

-0.085
(0.497-0.582) 34.4%

REW -0.043
(0.446-0.489)

-0.177
(0.651-0.828) 59.4% -0.058

(0.646-0.704)
-0.189

(0.350-0.539) 56.3% -0.043
(0.291-0.334)

-0.213
(0.476-0.690) 56.3%

EOP -0.024
(0.465-0.489)

-0.110
(0.698-0.808) 37.5% -0.043

(0.660-0.704)
-0.162

(0.320-0.482) 46.9% -0.011
(0.323-0.334)

-0.075
(0.493-0.568) 34.4%

FairSMOTE -0.026
(0.462-0.489)

-0.156
(0.672-0.828) 62.5% -0.035

(0.669-0.704)
-0.357

(0.182-0.539) 62.5% -0.035
(0.299-0.334)

-0.180
(0.392-0.572) 56.3%

LTDD -0.033
(0.456-0.489)

-0.212
(0.616-0.828) 40.6% -0.044

(0.659-0.704)
-0.219

(0.320-0.539) 40.6% -0.032
(0.303-0.334)

-0.245
(0.445-0.690) 37.5%

MAAT -0.025
(0.464-0.489)

-0.078
(0.196-0.273) 56.3% -0.043

(0.660-0.704)
-0.138

(0.477-0.615) 50.0% -0.019
(0.315-0.334)

-0.051
(0.058-0.109) 53.1%

FairMask -0.015
(0.474-0.489)

-0.062
(0.766-0.828) 31.3% -0.014

(0.689-0.704)
-0.056

(0.722-0.778) 25.0% -0.020
(0.314-0.334)

-0.093
(0.597-0.690) 21.9%

MirrorFair -0.015
(0.474-0.489)

-0.063
(0.764-0.828) 46.9% -0.018

(0.685-0.704)
-0.098

(0.517-0.615) 37.5% -0.017
(0.317-0.334)

-0.080
(0.610-0.690) 43.8%

Method 𝑆𝑅𝑈 𝑇𝑃𝑅𝑈 𝐹𝑃𝑅𝑈
Mean Max ↑ Large ↑ Mean Max ↑ Large ↑ Mean Max ↑ Large ↑

ADV 0.006
(0.354-0.348)

0.081
(0.198-0.116) 50.0% 0.043

(0.649-0.605)
0.226

(0.719-0.493) 46.9% 0.006
(0.235-0.229)

0.057
(0.096-0.039) 46.9%

REW 0.036
(0.385-0.348)

0.144
(0.750-0.606) 62.5% 0.055

(0.661-0.605)
0.187

(0.680-0.493) 56.3% 0.038
(0.267-0.229)

0.180
(0.613-0.433) 56.3%

EOP 0.044
(0.392-0.348)

0.160
(0.721-0.562) 62.5% 0.025

(0.631-0.605)
0.105

(0.826-0.721) 40.6% 0.057
(0.287-0.229)

0.221
(0.612-0.391) 68.8%

FairSMOTE 0.049
(0.397-0.348)

0.250
(0.856-0.606) 75.0% 0.081

(0.687-0.605)
0.310

(0.685-0.375) 62.5% 0.050
(0.279-0.229)

0.312
(0.745-0.433) 68.8%

LTDD 0.031
(0.379-0.348)

0.182
(0.788-0.606) 53.1% 0.044

(0.649-0.605)
0.205

(0.725-0.520) 43.8% 0.034
(0.263-0.229)

0.213
(0.646-0.433) 46.9%

MAAT 0.031
(0.379-0.348)

0.151
(0.755-0.605) 62.5% 0.035

(0.640-0.605)
0.130

(0.865-0.736) 46.9% 0.035
(0.264-0.229)

0.178
(0.610-0.433) 59.4%

FairMask 0.014
(0.362-0.348)

0.060
(0.622-0.562) 37.5% 0.015

(0.621-0.605)
0.064

(0.785-0.721) 21.9% 0.016
(0.246-0.229)

0.101
(0.611-0.509) 25.0%

MirrorFair 0.063
(0.411-0.348)

0.241
(0.846-0.605) 84.4% 0.072

(0.677-0.605)
0.208

(0.944-0.736) 87.5% 0.071
(0.300-0.229)

0.286
(0.718-0.433) 81.3%

and maximum decrease in 𝑆𝑅𝑃 , 𝑇𝑃𝑅𝑃 , and 𝐹𝑃𝑅𝑃 across 32 single-attribute tasks. We perform a
similar analysis to assess the effect size of decreases for 𝑆𝑅𝑈 , 𝑇𝑃𝑅𝑈 , and 𝐹𝑃𝑅𝑈 .
Results. Table 3 presents the results. The table presents the mean impact (the “Mean” columns)
and the maximum decrease/increase in performance for the privileged/unprivileged group (the
“Max ↓” and “Max ↑” columns), along with how these relative changes are derived from absolute
numbers. For example, the mean impact of ADV in 𝑆𝑅𝑃 is -0.026 (0.462-0.489), indicating that ADV
reduces the average 𝑆𝑅𝑃 across tasks from 0.489 to 0.462. The table also shows the proportions of
tasks where each method results in a significant decrease/increase in performance by a large effect
size for the privileged/unprivileged groups (the “Large ↓” and “Large ↑” columns).

First, we find that existing methods substantially increase the benefits for the unprivileged group.
Specifically, these methods significantly increase 𝑆𝑅𝑈 , 𝑇𝑃𝑅𝑈 , and 𝐹𝑃𝑅𝑈 by a large effect size in
37.5%∼84.4%, 21.9%∼87.5%, and 25.0%∼81.3% of tasks, respectively. In terms of the proportion of
tasks with a significant increase in benefits for the unprivileged group, MirrorFair ranks first,
followed by FairSMOTE.
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Second, we observe that existing bias mitigationmethods generally reduce the favorable outcomes
for the privileged group, with significant decreases in 𝑆𝑅𝑃 ,𝑇𝑃𝑅𝑃 , and 𝐹𝑃𝑅𝑃 by a large effect size in
31.3%∼62.5%, 25.0%∼62.5%, and 21.9%∼56.3% of tasks, respectively.

While these methods are effective in narrowing disparities, the reduction in favorable outcomes
for the privileged group may raise concerns regarding social perceptions. Research suggests that
members of the privileged group may perceive fairness efforts as introducing bias against them [6,
30], and thus resist fairness policies. If bias mitigation methods are perceived as disproportionately
affecting the privileged group, this could result in resistance to their broader adoption, potentially
complicating efforts to achieve widespread fairness. Addressing this challenge will be essential in
promoting the successful implementation of bias mitigation strategies.

Finding 2: Existing bias mitigation methods substantially increase the benefits for the unprivi-
leged group, with significant increases in the selection rate and true positive rate by a large
effect size in 37.5%∼84.4% and 21.9%∼87.5% of tasks, respectively. However, these methods also
lead to significant reductions in the selection rate and true positive rate for the privileged group,
with large effect sizes observed in 31.3%∼62.5% and 25.0%∼62.5% of tasks, respectively. While
these reductions aim to narrow disparities and promote fairness, they may also contribute to
the perception that efforts to reduce bias against the unprivileged group introduce bias against
the privileged group. Such perceptions could create tension and potentially hinder the wider
adoption of bias mitigation strategies, complicating efforts to achieve equitable outcomes.

5 RQ2: Correlation Between Group Impact and Fairness
Methodology. To explore the relationship between the impact on each group and fairness, we
first calculate the changes in values for 𝑆𝑅𝑃 , 𝑇𝑃𝑅𝑃 , 𝐹𝑃𝑅𝑃 , 𝑆𝑅𝑈 , 𝑇𝑃𝑅𝑈 , 𝐹𝑃𝑅𝑈 , SPD, EOD, and AOD
for each (bias mitigation method, task) pair by subtracting the original value from the value after
applying the method. This generates a list of 256 value changes for each of the nine metrics,
corresponding to the eight methods applied across 32 single-attribute bias mitigation tasks.
We then compute Spearman’s correlation coefficient [29] between these lists for each pair of

metrics. The coefficient 𝜌 ranges from -1 to 1, where 1 indicates a perfect positive correlation, 0
indicates no correlation, and -1 indicates a perfect negative correlation. A correlation is considered
statistically significant when the 𝑝-value is below 0.05 [14].
Results. Figure 1 illustrates the correlation coefficients. All presented correlations are statistically
significant except for the two cases marked with ⊗.
We observe that the three fairness metrics (i.e., SPD, EOD, and AOD) are positively correlated,

consistent with previous empirical findings [4, 13, 36], thereby validating the reliability of our
correlation analysis. As a result, each fairness metric shows the same correlation trend with 𝑆𝑅𝑃 ,
𝑇𝑃𝑅𝑃 , 𝐹𝑃𝑅𝑃 , 𝑆𝑅𝑈 , 𝑇𝑃𝑅𝑈 , and 𝐹𝑃𝑅𝑈 . Specifically, changes in SPD, EOD, and AOD are significantly
positively correlated with 𝑆𝑅𝑃 , 𝑇𝑃𝑅𝑃 , and 𝐹𝑃𝑅𝑃 , and significantly negatively correlated with 𝑆𝑅𝑈 ,
𝑇𝑃𝑅𝑈 , and 𝐹𝑃𝑅𝑈 . This indicates that greater fairness improvements, reflected by decreases in SPD,
AOD, and EOD values, are associated with adjustments in SR, TPR, and FPR for both groups. In
particular, fairness improvements are related to reductions in these metrics for the privileged group
and corresponding increases for the unprivileged group, reflecting the narrowing of disparities.

Finding 3: In our study on bias mitigation methods for tabular data, greater fairness improve-
ments are significantly associated with larger decreases in the selection rate, true positive
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Fig. 1. (RQ2) Spearman’s correlation across different metrics. The results reveal that greater fairness improve-
ments, indicated by decreases in SPD, AOD, and EOD values, correspond to larger decreases in 𝑆𝑅𝑃 , 𝑇𝑃𝑅𝑃 ,
and 𝐹𝑃𝑅𝑃 , and larger increases in 𝑆𝑅𝑈 , 𝑇𝑃𝑅𝑈 , and 𝐹𝑃𝑅𝑈 .

rate, and false positive rate for the privileged group, and larger increases in these rates for the
unprivileged group.

6 RQ3: Impact With Multiple Sensitive Attributes
RQ3 explores whether the zero-sum pattern observed in RQ1 also applies to multiple-attribute tasks
and examines how existing bias mitigation methods affect different demographic groups defined
by multiple sensitive attributes.
Methodology. We consider 12 multiple-attribute tasks described in Section 3.3. For each task,
the population is divided into four demographic groups, as each of the two sensitive attributes
creates a division between privileged and unprivileged groups. The four groups are ranked based
on the proportion of members achieving favorable outcomes in the training data, resulting in
𝐺𝑟𝑜𝑢𝑝1,𝐺𝑟𝑜𝑢𝑝2,𝐺𝑟𝑜𝑢𝑝3, and𝐺𝑟𝑜𝑢𝑝4.𝐺𝑟𝑜𝑢𝑝1 represents the most privileged group, while𝐺𝑟𝑜𝑢𝑝4
represents the least privileged. We employ the Mann-Whitney U-test, as described in Section 4, to
analyze the impact of existing methods on each of the four groups. Since LTDD does not support
handling multiple sensitive attributes, we consider the remaining seven bias mitigation methods
for answering RQ3.
Results. Table 4 presents the results. Due to space constraints, we display only the number of tasks
where each method significantly increases or decreases performance on each group. Overall, we
find that the zero-sum pattern also applies to multiple-attribute tasks.
First, bias mitigation methods tend to decrease the SR, TPR, and FPR for the most privileged

group (𝐺𝑟𝑜𝑢𝑝1). Specifically, these methods significantly reduce SR, TPR, and FPR for 𝐺𝑟𝑜𝑢𝑝1 in
48.8% (41/84), 46.4% (39/84), and 40.5% (34/84) of tasks, respectively. Notably, only the EOP method
significantly decreases FPR for𝐺𝑟𝑜𝑢𝑝1 in 2 tasks, but it significantly increases FPR in 3 tasks. In all
other scenarios, each method significantly decreases SR, TPR, and FPR for 𝐺𝑟𝑜𝑢𝑝1 in at least as
many tasks as it increases them.
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Table 4. (RQ3) Number of tasks where each bias mitigation method significantly increases (↑) or decreases
(↓) the SR, TPR, and FPR for each group when handling multiple sensitive attributes. Overall, bias mitigation
methods for tabular data tend to decrease SR, TPR, and FPR for the most privileged group while increasing
them for the least privileged group.

Method 𝑆𝑅1 (↑) 𝑆𝑅1 (↓) 𝑆𝑅2 (↑) 𝑆𝑅2 (↓) 𝑆𝑅3 (↑) 𝑆𝑅3 (↓) 𝑆𝑅4 (↑) 𝑆𝑅4 (↓)
ADV 3 5 2 7 6 1 4 3
REW 0 6 4 2 3 3 6 0
EOP 2 3 4 1 7 0 8 0
FairSMOTE 4 8 4 2 5 2 10 0
MAAT 4 4 3 5 6 4 9 1
FairMask 0 8 2 3 3 0 8 0
MirrorFair 2 7 4 5 8 2 12 0
Overall 15 41 23 25 38 12 57 4
Method 𝑇𝑃𝑅1 (↑) 𝑇𝑃𝑅1 (↓) 𝑇𝑃𝑅2 (↑) 𝑇𝑃𝑅2 (↓) 𝑇𝑃𝑅3 (↑) 𝑇𝑃𝑅3 (↓) 𝑇𝑃𝑅4 (↑) 𝑇𝑃𝑅4 (↓)
ADV 4 6 2 6 6 1 4 3
REW 0 6 3 2 3 3 5 0
EOP 2 3 3 2 5 1 3 0
FairSMOTE 4 7 3 2 6 2 8 0
MAAT 4 4 3 5 4 3 6 1
FairMask 0 7 1 2 3 0 5 0
MirrorFair 2 6 4 4 8 2 12 0
Overall 16 39 19 23 35 12 43 4
Method 𝐹𝑃𝑅1 (↑) 𝐹𝑃𝑅1 (↓) 𝐹𝑃𝑅2 (↑) 𝐹𝑃𝑅2 (↓) 𝐹𝑃𝑅3 (↑) 𝐹𝑃𝑅3 (↓) 𝐹𝑃𝑅4 (↑) 𝐹𝑃𝑅4 (↓)
ADV 3 4 2 7 5 0 4 4
REW 0 4 3 2 3 3 6 0
EOP 3 2 5 0 6 0 8 0
FairSMOTE 4 5 3 2 3 2 10 0
MAAT 4 4 3 5 5 4 9 1
FairMask 0 7 1 2 3 1 6 0
MirrorFair 2 8 4 4 6 1 12 0
Overall 16 34 21 22 31 11 55 5

Second, these bias mitigation methods generally increase the SR, TPR, and FPR for the two least
privileged groups (𝐺𝑟𝑜𝑢𝑝4 and𝐺𝑟𝑜𝑢𝑝3). Particularly, SR, TPR, and FPR for𝐺𝑟𝑜𝑢𝑝4 are significantly
increased in 67.9% (57/84), 51.2% (43/84), and 65.5% (55/84) of tasks, respectively. Across all eight
methods studied, SR, TPR, and FPR for 𝐺𝑟𝑜𝑢𝑝4 are significantly increased in more scenarios than
they are decreased.
This finding contrasts with previous research [25], which finds that bias mitigation methods

in CV and NLP typically improve fairness by disadvantaging the most privileged group without
benefiting the least privileged group when multiple sensitive attributes are considered.

Third, for the second privileged group (𝐺𝑟𝑜𝑢𝑝2), the effects of bias mitigation methods are more
balanced, with comparable increases and decreases in performance. For instance, SR is significantly
increased in 23 tasks and decreased in 25 tasks. However, individual methods show varying trends;
for example, FairMOTE is more likely to increase SR for 𝐺𝑟𝑜𝑢𝑝2, while MAAT tends to decrease it.

Finding 4: The zero-sum pattern of bias mitigation methods for tabular data also applies to
multiple-attribute tasks. Unlike previous findings in CV and NLP, where methods often improve
fairness by disadvantaging the most privileged group without benefiting the least privileged
group in multiple-attributes tasks, our analysis reveals that methods for tabular data tend to
decrease the selection rate, true positive rate, and false positive rate for the most privileged
group, while increasing these metrics for the least privileged group.
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7 RQ4: Bias Mitigation Without Harming Any Group
Our investigation of the previous RQs shows that existing bias mitigation methods for tabular data
often benefit the unprivileged group but at a significant cost to the privileged group. In this RQ, we
explore whether it is possible to enhance the benefits for the unprivileged group without negatively
impacting the privileged group. A straightforward approach is to apply bias mitigation methods
exclusively to the unprivileged group while retaining the original predictions for the privileged
group, given that current methods primarily benefit unprivileged groups. We analyze the feasibility
of this approach across both single-attribute tasks (RQ4.1) and multiple-attribute tasks (RQ4.2).

7.1 RQ4.1: Without Harming Any Group in Single-Attribute Tasks
Methodology. To implement this approach, we apply MirrorFair solely to the unprivileged group
(denoted as MirrorFairU ), as MirrorFair has been shown to outperform other methods and is
considered state-of-the-art [35]. For comparison, we also implement a more aggressive approach
aimed at equalizing the probability of receiving favorable outcomes (i.e., an equal selection rate)
between the unprivileged and privileged groups. The implementation proceeds as follows: We
randomly select 20% of the training data as a validation set and use the remaining 80% to train
the model. The model is then used to predict labels for the privileged group members and the
probability of receiving a favorable outcome for the unprivileged group members in the validation
set. Based on these predictions, we calculate the selection rate for the privileged group, denoted
as 𝑥%. Next, we identify the top 𝑥% of predicted probabilities in the unprivileged group, with the
lowest probability in this range set as the threshold for the unprivileged group. In the test data, if
an unprivileged instance’s predicted probability exceeds this threshold, it is assigned a favorable
outcome; otherwise, it receives an unfavorable outcome. For privileged group instances, we retain
the original model predictions. This method ensures that both groups achieve the same selection
rate in the test data, and we refer to it as Naivebase.
Since MirrorFair is the state-of-the-art bias mitigation method for tabular data, we compare it

against MirrorFairU and NaiveBase. In addition to evaluating fairness and group-specific perfor-
mance, we also assess overall ML performance for a comprehensive evaluation. ML performance is a
critical functional requirement of ML software. To measure it, we follow previous studies [12, 14, 35]
and use a set of five commonmetrics: accuracy, precision, recall, F1-score, andMatthews Correlation
Coefficient (MCC). For precision, recall, and F1-score, we report macro-average values, as done in
prior research [12, 14, 35], to provide an overall comparison across favorable and unfavorable classes
by averaging the results for both classes. MCC is chosen for its ability to handle imbalanced class
distributions, which are prevalent in fairness research benchmark datasets [12, 14]. This addresses
concerns that accuracy, though most widely used in fairness studies [13], may not adequately
reflect performance in the presence of imbalanced class distributions [12, 14].

To conduct this comparison, we use a win-tie-loss analysis and apply the Mann-Whitney U-test
described in Section 4 to ensure the statistical significance of the results. For accuracy, precision,
recall, F1-score, MCC, SR, and TPR, higher values indicate better performance; for FPR, SPD, EOD,
and AOD, lower values reflect better performance and fairness. We compare the three methods
across 32 single-attribute tasks. In each task, if MirrorFairU or NaiveBase produces significantly
better results than MirrorFair, it is labeled as a “Win.” If the results are significantly worse, it is
marked as a “Loss.” If there is no statistically significant difference, the outcome is classified as a
“Tie.” We then count the number of tasks where MirrorFairU or NaiveBase achieves a Win, Tie, or
Loss.
Additionally, in certain tasks, such as recidivism prediction, overall selection rates may not be

limited. However, in resource-constrained applications such as loan approvals, selection rates might
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Table 5. (RQ4.1) Comparative analysis of MirrorFairU vs. MirrorFair and NaiveBase vs. MirrorFair across
32 single-attribute tasks. The win-tie-loss analysis shows that MirrorFairU improves 𝑆𝑅𝑃 , 𝑇𝑃𝑅𝑃 , and 𝐹𝑃𝑅𝑃
compared to MirrorFair, while preserving 𝑆𝑅𝑈 , 𝑇𝑃𝑅𝑈 , 𝐹𝑃𝑅𝑈 and achieving similar or better overall ML
performance, though with reduced fairness. In contrast, NaiveBase offers greater benefits to the unprivileged
group, but at the cost of significantly lower overall ML performance.

Metric MirrorFairU NaiveBase
Win Tie Loss Win Tie Loss

𝑆𝑅𝑃 19 12 1 19 12 1
𝑇𝑃𝑅𝑃 16 15 1 17 14 1
𝐹𝑃𝑅𝑃 0 14 18 0 13 19
𝑆𝑅𝑈 1 31 0 24 6 2
𝑇𝑃𝑅𝑈 1 31 0 22 9 1
𝐹𝑃𝑅𝑈 0 31 1 1 7 24
Accuracy 2 28 2 0 8 24
Recall 7 22 3 12 8 12
Precision 0 26 6 1 13 18
F1-score 7 22 3 7 9 16
MCC 7 22 3 4 14 14
SPD 1 15 16 19 9 4
EOD 2 23 7 1 10 21
AOD 1 19 12 2 12 18

be capped. Thus, we also compare the overall selection rates of these approaches to evaluate if they
significantly increase resource demands.
Results. Table 5 presents the results of the win-tie-loss analysis. We then compare MirrorFair with
MirrorFairU and NaiveBase, respectively.
MirrorFairU vs. MirrorFair: MirrorFairU breaks the zero-sum pattern by enhancing benefits for
the unprivileged group without reducing those for the privileged group. Specifically, MirrorFairU
achieves higher 𝑆𝑃𝑃 and 𝑇𝑃𝑅𝑃 compared to MirrorFair, as it applies bias mitigation only to the
unprivileged group. Both methods achieve similar performance for the unprivileged group. Despite
both methods treating the unprivileged group the same way, they do not yield identical results
across all 32 tasks. This is due to the inherent nondeterminism in ML, where repeated training runs
can produce different outcomes [32]. However, this nondeterminism has an impact on only one
task, and does not affect our main findings.
In terms of ML performance, the win-tie-loss analysis reveals that MirrorFairU and MirrorFair

achieve similar accuracy levels, and MirrorFairU outperforms MirrorFair in recall, F1-score, and
MCC. However, MirrorFairU has lower precision, which is expected since recall and precision are
often conflicting objectives [8]. This is why researchers often rely on the F1-score, which balances
these two metrics. Overall, MirrorFairU surpasses MirrorFair in F1-score, with significantly higher
results in 7 tasks and lower results in 3 tasks.
Regarding fairness metrics, MirrorFairU underperforms compared to MirrorFair on SPD, EOD,

and AOD. This is because MirrorFairU increases benefits for the unprivileged group to match those
of MirrorFair without reducing the benefits for the privileged group. However, from a welfare
economics perspective, MirrorFairU achieves a Pareto improvement, meaning it makes at least one
group better off without making others worse off [17]. This result exposes a limitation in existing
fairness metrics: they primarily focus on the relative performance gap between groups and fail to
account for cases where one group’s benefits improve without negatively affecting the other. As
a result, more sophisticated evaluation methods are needed to better balance fairness and group
performance in these complex scenarios.

In addition, the notable number of ties in Table 5 is expected, as our goal in RQ4 is to show that
applying MirrorFair exclusively to unprivileged groups (i.e., MirrorFairU) increases benefits for
privileged groups, while preserving those for unprivileged groups and maintaining comparable
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overall ML performance, relative to applying it to the entire population. As a result, ties are prevalent
in metrics such as 𝑆𝑅𝑈 , 𝑇𝑃𝑅𝑈 , and 𝐹𝑃𝑅𝑈 , and overall ML performance metrics.
NaiveBase vs. MirrorFair: As shown in Table 5, NaiveBase provides greater benefits for both privi-
leged and unprivileged groups, with higher 𝑆𝑃𝑃 in 19 tasks and higher 𝑆𝑃𝑈 in 24 tasks. However,
this advantage comes with a significant cost: NaiveBase exhibits considerably lower accuracy than
MirrorFair in 24 out of 32 tasks. Given the critical importance of ML performance for practical
applications, NaiveBase’s reduced accuracy makes it less feasible for real-world use. Therefore, we
do not consider it further in our analysis.

Based on our analysis, MirrorFairU shows promise as a bias mitigation method. To further assess
its practicality, we calculate its overall selection rate to ensure it does not impose excessive resource
demands. We compare MirrorFairU to MirrorFair, the current state-of-the-art method for bias
mitigation in tabular data. Our findings indicate that MirrorFairU leads to an average increase
of 0.033 in the overall selection rate across all 32 tasks, compared to 0.023 for MirrorFair. This
translates to a marginal increase of about 1% in resource requirements when using MirrorFairU
instead of MirrorFair. Moreover, in tasks such as recidivism prediction, this increase in the selection
rate does not demand additional social resources.

Finding 5: Applying the state-of-the-art bias mitigation method, MirrorFair, exclusively to the
unprivileged group breaks the zero-sum pattern by increasing benefits for the unprivileged
group without diminishing those for the privileged group. This approach not only enhances
fairness and improves outcomes for the unprivileged group, but also preserves the benefits
for the privileged group while maintaining similar or even better overall ML performance
compared to applying MirrorFair to the entire population. Additionally, this approach leads to
an average increase of only 0.01 in the overall selection rate.

7.2 RQ4.2: Without Harming Any Group in Multiple-Attribute Tasks
Methodology. To further assess the applicability of MirrorFairU, we apply it to 12 multiple-attribute
tasks. As shown in Table 4, MirrorFair primarily negatively impacts𝐺𝑟𝑜𝑢𝑝1 and𝐺𝑟𝑜𝑢𝑝2 while ben-
efiting 𝐺𝑟𝑜𝑢𝑝3 and𝐺𝑟𝑜𝑢𝑝4. Therefore, for the multiple-attribute tasks, we implement MirrorFairU
by applying MirrorFair exclusively to𝐺𝑟𝑜𝑢𝑝3 and𝐺𝑟𝑜𝑢𝑝4. We then evaluate MirrorFairU’s fairness,
performance, and overall selection rates using the same methodology as in RQ4.1.
Results. Table 6 presents the results, which generally align with our findings in RQ4.1. MirrorFairU
achieves comparable performance for 𝐺𝑟𝑜𝑢𝑝3 and 𝐺𝑟𝑜𝑢𝑝4 as MirrorFair, while improving the SR,
TPR, and FPR for 𝐺𝑟𝑜𝑢𝑝1 and 𝐺𝑟𝑜𝑢𝑝2, as expected, since MirrorFair is applied only to 𝐺𝑟𝑜𝑢𝑝1
and 𝐺𝑟𝑜𝑢𝑝2. In terms of overall performance, MirrorFairU exhibits similar accuracy, F1-score, and
MCC compared to MirrorFair. Moreover, as noted in RQ4.1, MirrorFairU shows better recall but
worse precision than MirrorFair. Additionally, consistent with our findings in RQ4.1, MirrorFairU
demonstrates poorer fairness than MirrorFair regarding SPD, EOD, and AOD.
We also calculate the overall selection rate for both MirrorFairU and MirrorFair. MirrorFairU

shows an average increase of 0.081 across all 12 multiple-attribute tasks, compared to 0.064 for
MirrorFair, resulting in a difference of just 0.017.

Finding 6: Applying the state-of-the-art bias mitigation method, MirrorFair, exclusively to
unprivileged groups in multi-attribute tasks increases benefits for privileged groups compared
to the standard MirrorFair, while preserving benefits for unprivileged groups and maintaining
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Table 6. (RQ4.2) Comparative analysis ofMirrorFairU vs.MirrorFair across 12multiple-attribute tasks. Thewin-
tie-loss results indicate that MirrorFairU enhances benefits for 𝐺𝑟𝑜𝑢𝑝1 and 𝐺𝑟𝑜𝑢𝑝2 compared to MirrorFair,
while maintaining the benefits for 𝐺𝑟𝑜𝑢𝑝3 and 𝐺𝑟𝑜𝑢𝑝4 and achieving similar overall ML performance.

Metric MirrorFairU Metric MirrorFairU
Win Tie Loss Win Tie Loss

𝑆𝑅1 8 4 0 Accuracy 2 9 1
𝑇𝑃𝑅1 8 4 0 Recall 3 8 1
𝐹𝑃𝑅1 0 3 9 Precision 0 8 4
𝑆𝑅2 6 5 1 F1-score 2 8 2
𝑇𝑃𝑅2 4 7 1 MCC 2 9 1
𝐹𝑃𝑅2 1 6 5 SPD 1 5 6
𝑆𝑅3 0 12 0 EOD 0 10 2
𝑇𝑃𝑅3 0 12 0 AOD 1 6 5
𝐹𝑃𝑅3 0 12 0
𝑆𝑅4 0 12 0
𝑇𝑃𝑅4 0 12 0
𝐹𝑃𝑅4 0 12 0

similar ML performance. Additionally, the average difference in the overall selection rate
between the two approaches is only 0.017.

8 Discussion
This section explores the potential reason for the difference between our findings and prior research.
It also discusses the qualitative insights into the observed zero-sum trade-offs, the implications for
various stakeholders, and potential threats to validity.

8.1 Comparison With Previous Work
Previous studies in CV and NLP have found that bias mitigation methods in these fields often lead
to a leveling-down effect, where the performance of all groups is degraded [25, 43]. In contrast,
our findings reveal that bias mitigation methods applied to tabular data exhibit a zero-sum pattern.
In this case, the methods improve outcomes for the unprivileged group while reducing them for
the privileged group. This pattern holds consistently across all eight bias mitigation methods we
examine. In this section, we explore the possible reason for this difference.
Zietlow et al. [43] suggest that the leveling-down phenomenon in CV occurs due to the high-

dimensional data and high-capacity models often used. These models typically achieve near-zero
training error when fairness constraints are applied, but struggle to generalize to new test data,
leading to degraded performance for all groups.

In our experiments, however, we observe an average training error of 9% when applying the eight
bias mitigation methods across 32 single-attribute tasks. Additionally, the performance impact for
each group on the training data is consistent with the test data. Specifically, these methods increase
the SR, TPR, and FPR for the unprivileged group while decreasing them for the privileged group.
Due to space constraints, Table 7 presents only the SR metric, but similar patterns hold across other
metrics. We find that all eight methods tend to decrease 𝑆𝑅𝑃 and increase 𝑆𝑅𝑈 on the training data.
This suggests that bias mitigation methods for tabular data may generalize better from training to
test data compared to those used in CV and NLP, leading to the observed differences.

8.2 Qualitative Insights
We provide qualitative insights into the mechanisms of each bias mitigation method to explain why
they lead to observed trade-offs between privileged and unprivileged groups. (1) ADV reduces
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Table 7. Number of tasks where each bias mitigation method significantly increases (↑), decreases (↓), or does
not significantly impact (−) the SR for each group in the training data. Overall, when applying bias mitigation
methods for tabular data to the training data, these methods tend to decrease SR for the privileged group
while increasing it for the unprivileged group.

Method 𝑆𝑅𝑃 (↑) 𝑆𝑅𝑃 (−) 𝑆𝑅𝑃 (↓) 𝑆𝑅𝑈 (↑) 𝑆𝑅𝑈 (−) 𝑆𝑅𝑈 (↓)
ADV 6 9 17 13 13 6
REW 0 7 25 24 8 0
EOP 1 12 19 22 10 0
FairSMOTE 8 9 15 24 4 4
LTDD 1 15 16 18 14 0
MAAT 2 9 21 27 5 0
FairMask 0 18 14 12 20 0
MirrorFair 4 11 17 29 1 2
Overall 22 90 144 169 75 12

the model’s reliance on sensitive attributes and their proxies, suppressing correlations that dis-
proportionately benefit privileged groups. This limits the predictive advantage of features tied to
privilege, decreasing their benefits. Unprivileged groups gain as the model learns to rely on features
more equitably distributed across demographics, improving their outcomes. (2) REW adjusts
instance weights to prioritize unprivileged groups, focusing the model’s learning on improving
their outcomes. This rebalancing reduces the influence of privileged group instances, decreasing
their benefits while enhancing those of unprivileged groups. (3) EOP adjusts predictions to equalize
false positive and false negative rates across groups. These adjustments often reduce accuracy for
privileged groups by correcting biases that previously favor them. Unprivileged groups benefit
as their predictive outcomes become more equitable. (4) FairSMOTE generates synthetic data
for unprivileged groups, increasing their representation in training. This improves the model’s
ability to generalize for unprivileged groups but reduces the relative influence of privileged group
data, decreasing their benefits. (5) LTDD removes biased components of training data that favor
privileged groups, reducing the model’s reliance on features tied to privilege. This levels the playing
field, improving outcomes for unprivileged groups but decreasing benefits for privileged ones.
(6) MAAT combines predictions from models optimized separately for fairness and performance.
The fairness-optimized model redistributes benefits to reduce disparities, often at the cost of benefits
for privileged groups. Unprivileged groups gain as their outcomes are specifically targeted for
improvement. (7) FairMask predicts sensitive attributes from other features and relabels them to
reduce bias. By masking biased correlations that favor privileged groups, the model redistributes
benefits, improving outcomes for unprivileged groups while reducing those of privileged groups.
(8) MirrorFair uses counterfactual datasets to balance predictions, reducing the model’s reliance
on patterns that favor privileged groups. This adjustment corrects disadvantages for unprivileged
groups but decreases the benefits for privileged ones as outcomes are redistributed.

8.3 Implications
For SE researchers: (1) Research reproducibility. Fairness research findings in CV and NLP may
not generalize to tabular data, as shown in our analysis (RQ1 and RQ3). This underscores the need
for domain-specific evaluations of bias mitigation methods. SE researchers should replicate and
validate software fairness studies across data types and task domains to identify limitations and
ensure robust outcomes in diverse ML applications. (2) Comprehensive evaluation practices.
Current software fairness research primarily focuses on overall performance and fairness, often
overlooking the performance of individual demographic groups. Our findings (RQs1–3) show
significant trade-offs in group benefits, which could hinder the practical adoption of bias mitigation
methods. SE researchers should adopt granular evaluation practices that assess impacts on each
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demographic group, highlighting trade-offs and enabling more effective interventions that balance
fairness and group-specific outcomes. (3) Rethinking fairness metrics. Our findings (RQ4)
show that while MirrorFairU provides comparable benefits for unprivileged groups and better
outcomes for privileged groups, existing fairness metrics still favor MirrorFair by focusing on
relative disparities and often overlooking the absolute performance of each group. This limitation
can obscure opportunities to improve outcomes for all groups. Fairness metrics should evolve to
balance equity across groups with absolute benefits for each, considering both relative disparities
and individual group outcomes to promote fairness and well-being for all demographics. (4)
Innovative bias mitigation methods. The trade-offs between groups in existing methods present
challenges in high-stakes applications like criminal justice, healthcare, and finance, where the
performance of all groups must remain high. Our results (RQ4) demonstrate the feasibility of
achieving fairness without such trade-offs, providing a viable path forward. SE researchers should
develop bias mitigation methods that optimize both relative fairness and absolute performance
across groups. Prioritizing these solutions can lead to interventions that are ethical, effective, and
more likely to be adopted in real-world systems.
For software engineers and practitioners: (1) Mediating trade-offs and addressing conflict-
ing requirements.Anti-discrimination laws require software engineers and practitioners to ensure
fairness in ML systems. However, our findings (RQs1–3) reveal that fairness interventions often
involve trade-offs, where improvements for unprivileged groups significantly reduce outcomes for
privileged groups, especially as fairness gains increase. These trade-offs can hinder the adoption of
software systems. Engineers and practitioners should consider these conflicting requirements in
the SE process, using negotiation, mediation, conflict resolution, and multi-objective optimization
strategies to balance these requirements. (2) Leveraging evidence-based practices. Our evalua-
tion of eight advanced bias mitigation methods (RQ1 and RQ3) highlights their impacts on each
group’s performance across single and multiple sensitive attribute scenarios, providing guidance
for selecting methods aligned with specific group performance goals. Additionally, our results
(RQ4) propose a promising approach: selectively applying bias mitigation to enhance fairness and
unprivileged group outcomes while preserving privileged group benefits. This strategy offers a
practical path for achieving balanced outcomes, enabling engineers and practitioners to develop
fair and effective ML systems.
For policymakers: (1) Establishing fairness standards linked to group-specific performance.
Current regulations aim to promote fairness in software systems, yet our findings (RQ1 and RQ3)
show that bias mitigation methods often improve fairness at the expense of privileged groups,
with greater fairness gains correlating with larger reductions in their outcomes (RQ2). These
trade-offs could hinder the adoption of fairness policies. Policymakers should establish standards
requiring detailed reporting of fairness metrics along with their impact on all demographic groups,
encouraging balanced approaches that consider the broader implications of fairness interventions.
(2) Challenging the zero-sum perception of fairness. Our findings (RQ4) demonstrate that
fairness improvements for underprivileged groups do not always demand significant sacrifices from
privileged groups. Policymakers should counter the misconception of fairness as a zero-sum game
through awareness campaigns and stakeholder dialogues. Presenting evidence that fairness can be
achieved without severe trade-offs will build trust and support for fairness-focused regulations and
fair software systems.

8.4 Threats to Validity
Selection of bias mitigation tasks. The choice of tasks may pose a threat to validity. To address
this, we employ the same set of 44 bias mitigation tasks from a recent study [35], covering five widely
used datasets and four commonly applied ML models. These datasets reflect real-world applications
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across various domains and include sensitive attributes frequently considered in practice. Analyzing
SE-specific datasets could further strengthen the relevance of this work. However, we are unaware
of any publicly available SE tabular datasets suitable for such fairness studies. This may explain
why recent related papers [4, 9, 12–14, 21, 24, 31, 35, 39] also rely on datasets from other domains.
Selection of bias mitigation methods. Given the extensive volume of research on bias mitiga-
tion [20], it is challenging to include all existing methods in this study. To mitigate this threat, we
select a set of eight representative bias mitigation methods, encompassing both the most widely
used methods and recently proposed state-of-the-art techniques.
Selection of statistical analysis methods.We employ the Mann-Whitney U-test, Cliff’s 𝛿 , and
Spearman’s correlation coefficient for our statistical analysis. These methods are commonly used
in the SE literature [13, 14]. They do not rely on the assumption of data normality, making them ap-
propriate for our study, which involves various data that may not conform to a normal distribution.
Selection of metrics. To mitigate the potential threat related to metric selection, we adopt the
same set of metrics used in recent software fairness studies [12, 14, 35]. This includes three widely
recognized fairness metrics and five commonly used ML performance metrics.
Implementation of bias mitigation methods. To address this threat, we directly use the code
provided by the original authors of the bias mitigation methods, ensuring implementation reliability.
Additionally, in alignment with prior work [14], each method is applied to each task 20 times to
mitigate the influence of randomness. All code and datasets used in this study have been made
available in an open repository [1] to facilitate replication and validation.

9 Conclusion
This paper presents a comprehensive study on the impact of existing bias mitigation methods for
tabular data, analyzing their effects on the model’s performance for different demographic groups.
We observe that all methods lead to a zero-sum trade-off, where improvements for unprivileged
groups are associated with reduced outcomes for privileged groups. Given that the perception
of such trade-offs might impede the broader adoption of fairness-focused policies, we explore
the application of the state-of-the-art bias mitigation method exclusively to unprivileged groups.
Our preliminary findings suggest that this approach can enhance benefits for unprivileged groups
without compromising outcomes for privileged groups, and it maintains overall ML performance
(e.g., accuracy and F1-score) comparable to existing methods. Building on these insights, we plan
to develop more effective bias mitigation strategies that avoid the zero-sum trade-off, thereby
facilitating the broader adoption of bias mitigation methods in ML software.

10 Data Availability
We have made the replication package publicly available in a repository [1], which includes all
datasets, code, and intermediate results from our study.
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